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Abstract—Digital healthcare landscape, including infrastruc-
ture, governance, interoperability, and user adoption, are con-
tinuously evolving, some taking more centralised approach,
while others with higher degree of fragmentation. Attitude
towards centralised healthcare systems in affluent countries are
primarily influenced by historical development, infrastructure
investments, and regulatory frameworks, which offers advan-
tages with respect to standardised practises, centralised decision
making, and economies of scale. In contrast, complexities due
to diverse stakeholders, interoperability challenges, privacy and
security concerns often pose challenges in achieving a completely
centralised healthcare system even in high income countries
such as the United Kingdom or in federal systems such as the
United States. Moreover, decentralised healthcare systems are
more prevalent in resource-poor countries. This paper presents
our viewpoint and perspectives on the potential of federated
learning in decentralised healthcare systems, especially in coun-
tries with infrastructure constraints and discusses its advantages,
privacy and security concerns, and challenges. As data-hungry
artificial intelligence-enabled systems are gradually changing the
healthcare ecosystem, federated learning presents an opportunity
for distributing the machine learning training process across
multiple decentralised edge devices with reduced data trans-
fer. Therefore, the decentralised digital healthcare system can
leverage the collaborative model training while protecting highly
sensitive and personal health information. However, challenges
related to data heterogeneity, communication latency, and model
aggregation need to be addressed for successful implementation
of such systems. Adapting the federated learning framework to
the specific needs and constraints of low and middle-income
countries is crucial to unlock its potential in improving healthcare
outcomes.

Index Terms—Federated Learning, Decentralised Healthcare
Systems, Collaborative Model Training, Data Privacy, Security,
Healthcare Innovation.
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I. INTRODUCTION

A. Global Healthcare Systems

There are four major healthcare system models in the
healthcare system typology, namely the Beveridge model (for
example, United Kingdom, Cuba), the Bismarck model (for
example, Germany, Japan), the National Health Insurance
model (for example, Canada, South Korea) and the Out-of-
Pocket model (many low and middle countries), to describe
a country’s healthcare system based on its different organisa-
tional, funding, and delivery approaches.

Fig. 1. Comparative Out-of-Pocket Expenditure Analysis in Diverse Health-
care Structures Using WHO Global Health Expenditure Data [1]

Centralisation in the healthcare system enables efficient
coordination, quality control, and standardised practises, cen-
tralised decision-making, resource allocation, and optimisa-
tion. Implementing such an integrated national healthcare
system is often influenced by historical development, infras-
tructure investments, and regulatory frameworks.

The adoption of centralised healthcare systems does not de-
pend solely on the economic status of a country. Jurisdictions,
existing healthcare landscape of a country, cultural norm and
stakeholder diversity can result in varying or lower degree
of centralisation based on unique requirements, local needs,
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budgets, timelines and priorities. For example, the United
States, as a federal country, has a complex healthcare system,
regulated by federal, state and local authorities, varying in poli-
cies on insurance coverage, healthcare delivery, patient safety,
and quality of healthcare. Moreover, there is a multifaceted
mix of public and private components with a wide range
of healthcare providers with different ownership models and
fragmented coverage. Moreover, privacy and cyber security
considerations play a crucial role in centralised Electronic
Health Records (EHR) implementation.

The National Health Service (NHS) in the United Kingdom
is centralised in terms of funding and overarching policy,
however, there are regional variations and differences in
healthcare delivery practices within different parts of the UK.
NHS uses a complex software structure to manage various
aspects of healthcare delivery, administration, and information
management. For instance, EHR systems are employed to
digitally store and manage patient health records, while Picture
Archiving and Communication Systems (PACS) are utilised
specifically for managing medical imaging data. Hospital
Information Systems (HIS) enable management of various
aspects of secondary and tertiary operations, including patient
registration, scheduling, admissions, billing, and inventory
management in the hospital, streamlining administrative tasks
and improving communication within healthcare facilities.
Clinical Decision Support Systems provide healthcare profes-
sionals with evidence-based recommendations for patient care.
Automation is in place for appointment scheduling and patient
portals, managing prescription orders, medication administra-
tion, inventory control within NHS pharmacies, and certain
information exchange or sharing across different healthcare
organisations. Although the IT landscape within the NHS is
dynamic and constantly evolving, complete integration of IT
systems in a complex healthcare system like the NHS is a
challenging process.

B. Health IT Ecosystem in Resource Constraint Countries

Limited resources and infrastructure pose challenges in im-
plementing centralised healthcare systems in economically dis-
advantaged countries. Irregular fragmentation is more preva-
lent in such systems, relying on localised healthcare facilities,
decentralised governance structures, and community health
workers.

Decentralised healthcare systems in low and low-middle
income countries often emphasise on community-based ini-
tiatives, and preventive care that can aid in overcoming geo-
graphical barriers, facilitates healthcare access in remote areas,
and empowers local communities to address their specific
healthcare needs. Leveraging existing community resources,
including traditional healers and local knowledge, these sys-
tems deliver tailored healthcare services. Moreover, decen-
tralisation proves to be adaptable to the unique challenges,
enabling efficient resource allocation at a local level.

In the absence of a nationwide digital health ecosystem,
decentralised systems, operating on a smaller scale and bring-
ing healthcare closer to local communities, can still effectively

reduce barriers, improve availability and patient satisfaction,
optimise resources and make services more affordable and
efficient. It can contribute to building more resilient healthcare
facilities across regions, fostering a culture of innovation and
adaptability, deploying new technologies [2], allowing for
swift responses to emerging trends, and transformation of care
models to meet evolving needs within the healthcare settings.

II. PRIVACY AND SECURITY CONCERNS

The evolving digital healthcare systems have gained signif-
icant attention in recent years due to its increasing potential
in improving patient outcome, when coupled with Artificial
Intelligence (AI) and Machine Learning (ML). AI-enabled
EHR facilitates data-driven insights using accessible health
records of a patient’s medical journey, reduces medical errors,
enhances decision making at individual as well as population
level and improves quality of care. However, as Low- and
Middle-Income Countries (LMICs) confront challenges in in-
formation governance due to limited resources, infrastructure,
and legal frameworks, even less attention is provided to data
ethics, including in healthcare, due to competing priorities,
limited awareness, and cultural factors [3].

Low digital literacy in LMICs, greatly influenced by educa-
tion and socioeconomic factors, is instrumental in contributing
to the absence of digital trust. To heighten the lack of
digital literacy, the absence of clear guidelines and ethical
considerations in place can have a catastrophic consequences
in healthcare settings. In addition to cyber threats, the failure
to recognise data security vulnerabilities, compromised privacy
and consent, and the costs associated with unauthorised access
erode trust, hindering the long-term adoption of digital health
services.

In high income countries (HICs), although regulations on
data privacy and protection are in place, AI regulations are still
an ongoing endeavor. Advancing technology and increasing
global awareness on AI and data ethics are leading to more
discussions and potential development of guidelines and regu-
lations in LMICs. World Health Organisation (WHO) recently
announced six principles, including protecting human auton-
omy, promoting well-being and safety, ensuring transparency
and accountability, fostering inclusiveness and equity, and
promoting AI that is responsive and sustainable [4]. However,
implementing effective information governance practices re-
mains challenging in LMICs. Therefore, fragmented, advanced
digital healthcare systems can address privacy concerns by dis-
tributing data, implementing security measures, and enabling
local control and access controls.

III. FEDERATED LEARNING

In 2016, Google presented the concept of ML model train-
ing on distributed data sources with reduced risk of data leak-
age, called federated learning (FL) [5]–[7]. Later extensions
concentrated on privacy-conscious collaborative learning on
local devices or edge-nodes across a number of organisation
using horizontal as well as vertical data partitioning based
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on user or device identifiers without centrally collecting and
storing the data.

Imagine a situation with n data owners, each possessing
datasets from d1 to dn. The classical ML would require to
aggregate the dataset as the following before model training.

DT = d1 ∪ . . . ∪ dn

Whereas, FL enables all data controllers to retain their indi-
vidual dataset, dj , sharing only model-parameters accumulated
from each node subsequent to local training, to update the
global model at the central server.

Other decentralised methods, like Blockchain, provide se-
cure storage in an unalterable chain of blocks linked by
cryptographic hashes. Patient-centred health systems on peer-
to-peer (P2P) protocols ensure direct user communication,
enhancing data sovereignty but facing trust issues. However,
the decentralised data often challenges traditional machine
learning at the edge, promoting FL as a potential solution,
especially when combined with other approaches [8].

At its core, FL adopts various methods for training and
updating models across decentralised devices. Horizontal FL,
for instance, necessitates a similar data structure, offering en-
hanced protection against data leakage as encrypted gradients
are aggregated at the server. In vertical FL, concentrating
on different feature spaces, encryption is in place for entity
alignment and ML training, restricting collaborators to learn
other’s sensitive information through the process. In FL,
transfer learning techniques can also be applied when there is
limited sample overlap. For example, knowledge learnt from
individual dataset can be transferred to the global model or,
feature representations learnt from one federated dataset can be
transferred into another. More advanced model enables smaller
student model to learn from the soft targets or intermediate
representations of a complex teacher model. Therefore, FL
shows remarkable promise for healthcare applications [9],
allowing local adaptation, fostering collective learning and
innovation, addressing data sharing and privacy concerns, and
ensuring robust performance.

FL exhibited remarkable utility during the COVID-19 pan-
demic. Soltan et al. introduced an FL approach to COVID-19
screening across multiple UK hospitals [10]. Using clinical
data, a global model was developed and improved using fed-
erated training. The global model achieved strong predictive
performance, demonstrating the potential of federated learning
for healthcare applications. Another study employed FL to
develop the EXAM model for predicting oxygen requirements
in COVID-19 patients [9]. Data from 20 global institutes
were used for training, demonstrating FL’s capability to create
a predictive model without data sharing. EXAM achieved
strong performance, outperforming local models and enhanc-
ing generalisability. The study showcases FL’s potential for
collaborative and secure AI development in healthcare.

IV. FEDERATED LEARNING IN LMIC CONTEXT

We live in a data-rich era, where abundance of personalised
data is being generated everyday. Centralised or not, increasing

implementation of EHR and boom in the medical technology
industry have led to a significant increase in the availability of
genetic, medical and research data, which encouraged FL to
penetrate healthcare sector. However, among the participatory
countries in the 3rd global survey of WHO Global Observatory
for eHealth, only three of the lower-middle and low-income
countries reported having a national EHR system [11]. Among
South Asian nations, India has developed national strategies
and standards for eHealth [12], [13]. The other south Asian
countries to adopt such policies are: Maldives (2011), Bhutan
(2014) and Bangladesh (2015), among which the latter two
are LMICs [11]. While there has been an increasing rate of
adoption for eHealth, HIS and telehealth, implementation and
adoption of nationwide EHRs are more restricted to higher
income countries.

Bangladesh- an LMIC, has recently implemented electronic
medical record (EMR) system in twelve public hospitals [14].
While EHR and EMR are often used interchangeably, EMR
focuses on medical data within a single organisation, EHR
offers a broader view of a patient’s health history, integrating
information from multiple sources.

The Management Information System (MIS), Directorate
General of Health Services (DGHS), in collaboration with
HISP INDIA (Society for Health Information Systems Pro-
grammes) and a private company, implemented the OpenMRS
and PACS-based system in ten tertiary hospitals. While the
system is not yet fully operational, its goal is to automate
various aspects of health services, encompassing prescription
management, medical history tracking, pathology reports, and
in-patient data.

The private healthcare sector in Bangladesh is a growing
part of the healthcare system (Figure 1), consisting of pri-
vately owned hospitals, clinics, and specialty centers (Table
I), offering a range of medical services, and is often found in
urban areas. In the absence of centralised public-funded EMR
systems, the private sector, such as some private hospitals
and diagnostic centres, is currently using decentralised EMR
systems [15], however, more granular statistics on these EMRs
are not available [16]–[18].

Examples such as International Centre for Diarrhoeal
Disease Research, Bangladesh, Diabetic Association of
Bangladesh, Bangladesh Institute of Research and Rehabilita-
tion in Diabetes, Endocrine and Metabolic Disorders, United
Hospital, Evercare Hospital and Square Hospital, already
have automation in place. Automation for tasks such as
patient management, maintaining patient records, monitoring
the availability of essential drugs, and recording blood supply
data are untapped sources of health data that can be utilised
for the benefit of patients.

Therefore, regardless of whether a nation-wide EHR system
is currently in place, such systems are drawing attractions in
LMICs, and are gradually being implemented, although often
in a fragmented manner [19].

FL holds promise for healthcare systems in such settings.
Its privacy-preserving nature aligns with the need to protect
sensitive patient data, ensuring compliance with privacy reg-
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TABLE I
PRIVATE HEALTHCARE FACILITIES IN BANGLADESH

Facility Type # Facilities
Private Hospitals 4,452
Private Clinics 1,397
Dental Clinics 839
Diagnostic Centers 10,291

ulations. FL also allows healthcare institutions in resource-
limited settings to collaborate and benefit from each other’s
expertise without the need for extensive infrastructure upgrade
or centralised data storage. By jointly training models, health-
care professionals can share insights, resulting in improved
model performance and better healthcare outcomes.

AI-enabled EHR often requires annotating information such
as patient diagnoses, disease progression, medication usage
and treatment outcomes, establishing ground truth for su-
pervised learning algorithms. FL introduces the potential for
participants to collectively contribute in the annotation process
without sharing their raw data. Moreover, using FL, healthcare
organisations with limited local data can leverage pre-trained
models to benefit from knowledge gained from larger and more
diverse datasets.

LMICs’ community-based structure can leverage FL for
enhanced health monitoring at point-of-care platforms while
conserving energy by reducing the need for continuous data
transmission to a central server, and enabling learning and
improvement even in offline scenarios.

Data serves as the fuel that powers advanced methods such
as deep learning models, enabling them to learn, adapt, and
improve over time. Advanced AI models in healthcare possess
the capability to assimilate insights from unstructured and
diverse data sources, such as clinical notes, free-text reports,
and medical images. They excel in integrating this varied
information, extracting meaningful knowledge from complex
relationships, ultimately contributing to the improvement of
health outcomes. As most LMICs struggle to reach WHO-
prescribed one doctor for every thousand citizens, AI-enabled
digital healthcare system can benefit from automating time-
consuming and subjective tasks and FL can support LMICs in
combating data scarcity challenges to use such advanced data
hungry techniques.

Moreover, collaborating with HICs, LMICs can utilise ad-
vanced resources and knowledge, while HICs can improve
their ML models for ethnic sub-population and advance in-
fectious disease control efforts. Collaborative efforts of this
nature possess the potential to propel advancements within the
domain of medical science by addressing hitherto unanswered
and under-explored clinical inquiries. Clinical ML domain
can also make progress in real-time continuous learning for
healthcare predictive modelling.

V. DISCUSSION

In paradigm-shifting FL approach, instead of transferring
the new gold, data, the ML model is moved to the data,
offering a promising method to unleash the power of dispersed

digital healthcare systems. However, initiatives are required
from both HICs and LMICs to address some of the challenges
associated with FL.

• Data Quality and Heterogeneity: Accurate reporting is
fundamentally crucial for EHR as well as ML, which
proven to be more challenging in LMICs [20]. Moreover,
EHRs are inherently heterogeneous in terms of formats,
quality and distribution; the diversity becomes larger
due to institutional variations. Adoption of common data
models [21], and development and implementation of
international standardisation for healthcare are needed to
facilitate FL deployment. Efforts are being also made
advancing FL tackling data heterogeneity, privacy, and
scalability in the context of EHRs [22].

• Biases: While FL can help to combat ML’s bias towards
demographic groups, FL can also be a tool for bias
propagation. LMICs struggle to mitigate disparities in
data collection practices and ethnic disparities in HICs’
EHR requires more care to handle fairness issues.

• Limited connectivity: FL in healthcare may not require
frequent communication between the central server and
edge nodes, it can still introduce communication over-
head. Ensuring secure communication and optimising
node scheduling, especially for latency-sensitive tasks is
challenging for resource-contraint systems.

• Model Aggregation: FL combines model updates, pa-
rameters and information such as gradients, feature em-
beddings and encrypted intermediate results to train the
global model. Such integration process while producing
high performance can be complex. Fair representation
of data in the centralised model requires both advanced
integration techniques and balancing the contributions of
the participating organisations.

The healthcare landscape is gradually stepping into a new
era with endless possibilities with ML. Communication, EHR
and AI technologies are evolving at a pace, that can allow
collaborative model training across healthcare communities
breaking geographical barriers while preserving patient data
privacy and enhancing data access. Moreover, FL enables
local adaptation of models to specific contexts, empowering
healthcare providers to customise models by incorporating
cultural factors, and variations in healthcare practices. With
appropriate adaptations and considerations for the context
of LMICs, AI-enabled federated healthcare network has the
potential to revolutionise healthcare delivery, improve patient
outcomes, and empower local communities in fragmented
digital healthcare systems.
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Richtárik, “Federated optimization: Distributed machine
learning for on-device intelligence,” arXiv preprint
arXiv:1610.02527, 2016.
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