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Introduction and Motivation 1 Methods
Recent Natural Language Processing (NLP) advancements have led to the release of System Architecture:
powerful models like ChatGPT. Given their extensive potential impact on society, it is Vamos Rafa

At

o Tennis News 2008 The answer is selected by the

crucial to ensure that their Question Answering (QA) capabilities provide reliable and reader as a span from one of

accurate responses to a wide range of questions and so they do not mislead users. Open-Domain o I,:f Wimbledon 2008 the top-k passages
QA system cd rd Rafael Nadal held off an
Project Goals: What is Question Answering? m{ sq Incredible fightback from Roger
_ _ o _ _ _ Federer to win his first
The primary goal of this thesis is to present a new  Question Answering (QA) is a sub- Wimbledon title and end the A
- : : : Swiss star's reign at the Al nswer
dataset designed to train and evaluate QA systems field of NLP that aims at develop- _ England Club.
on these three crucial properties simultaneously: ing systems capable of providing an- Question —\
e handling unanswerable questions swers to questions posed In natural Today is Monday; IN
e robustness to paraphrasing language. July 7, 2008. Where
e adaptability to evolving information did Nadal win his : = Wimbledon
P / 5 last grass court title? Retriever Reader

Shortfalls of Current QA Datasets and Introduction of UpstreamQA:

e SQuUAD 2.0 [1] is a popular QA dataset, it includes unanswerable questions. However,

't cannot train or test a system's adaptability to evolving information. e We use an Open-Domain QA system consisting of two stages. First, given an input question, the retriever returns the top-k most

e The StreamingQA [2] dataset evaluates how QA systems adapt to evolving information relevant passages from a large corpus of passages; Then, the reader finds the answer as a span from one of these returned passages.

but it does not include unanswerable questions. e We compare baseline RoOBERTa [3] readers to RoOBERTa readers finetuned on UpstreamQA, and we also evaluate both sparse (BM25)

e To overcome these limitations, we introduce UpstreamQA, the first dataset designed and dense (DPR-FT [4]) retrievers.
to train and evaluate QA systems on all three of the crucial capabilities outlined above. 4
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