Wave front sensor-less adaptive optics: a model-based approach using sphere packings
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Abstract: Certain adaptive optics systems do not employ a wave front sensor but rather maximise a photodetector signal by appropriate control of an adaptive element. The maximisation procedure must be optimised if the system is to work efficiently. Such optimisation is often implemented empirically, but further insight can be obtained by using an appropriate mathematical model. In many practical systems aberrations can be accurately represented by a small number of modes of an orthogonal basis, such as the Zernike polynomials. By heuristic reasoning we develop a model for the operation of such systems and demonstrate a link with the geometrical problems of sphere packings and coverings. This approach aids the optimisation of control algorithms and is illustrated by application to direct search and hill climbing algorithms. We develop an efficient scheme using a direct maximisation calculation that permits the measurement of $N$ Zernike modes with only $N+1$ intensity measurements.
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1. Introduction

A conventional adaptive optics system employs a wave front sensor to measure aberrations, an adaptive correction element to remove the aberrations, and a control system that processes the sensor signals in order to drive the correction element [1]. Another approach permits the design of adaptive optics systems without a distinct, separate wave front sensor but rather a single photodetector. In general, the operation of these systems is based upon the maximisation of the photodetector signal, or a related measure, by adaption of the correction element. Such wave front sensorless adaptive systems have been implemented in confocal fluorescence and reflection microscopy [2, 3], two-photon fluorescence microscopy [4, 5], maximisation of second harmonic generation [6], intracavity aberration correction in lasers [7], optical tweezers [8], coupling laser light into an optical fibre [9] and for the characterisation of adaptive optical systems [citeV orontsov2002,Booth2005]. These applications have employed different schemes for optimisation of the correction element based upon genetic algorithms [3, 4, 5, 6, 9], hill climbing algorithms [3, 5, 7, 8, 9], stochastic gradient descent (Ref. [10] and further references therein), and modal wave front sensing [2, 11].

Although the detail of each of these approaches is different, the basis of operation is the same: in each case, the adaptive element is configured to introduce deliberately a particular aberration into the optical system and a photodetector measurement is taken. As the adaptive element is sequentially reconfigured, according to the chosen scheme, a set of corresponding photodetector measurements is compiled. The optimal solution, corresponding to the maximum signal, is derived from this set of measurements using a chosen algorithm. The efficiency of such a strategy depends not only on the choice of algorithm, but also on the parameters used in its implementation. An ill-optimised algorithm might not only be inefficient, and therefore converge too slowly, but also fail to find the correct solution. Most of the previous work in this area has relied upon the application of standard, model-free, stochastic search methods where parameter optimisation was performed either empirically or adaptively, as part of the maximisation algorithm. However, an appropriate mathematical representation of the optical system can provide insight into the optimisation problem, the choice of algorithm and even permit direct calculation of parameters. In particular, if the function being optimised is known, one can take advantage of its topological structure to design algorithms that in general have better convergence than model-free methods.

This paper details an heuristic strategy for such model-based optimisation algorithms using a priori knowledge of the optimised function. Rather than provide prescriptions for specific optical applications, we concentrate on a general, mathematically constructive approach that may elucidate algorithm design. The paper is structured as follows. Firstly, we describe the mathematical model of the optical system based upon an aberration expansion in terms of Zernike
polynomials and we derive a function describing the resulting photodetector signal. This function is shown to have a well defined maximum and spherical symmetry, which can be used to our advantage in algorithm design; in particular, this aids the choice of the aberrations that are sequentially applied by the adaptive element. In Section 4, we use the spherical topology to show how lattice sphere packings assist the choice of candidate solutions to ensure the most efficient coverage of the search space. These optimum lattices are used in Section 5 as the basis for global, exhaustive search algorithms. This is extended in the subsequent section to a more efficient, multi-level exhaustive search. In Section 7, we apply a similar approach to a steepest ascent hill-climbing algorithm, a local search method where a set of candidates is chosen to optimally search the immediate neighbourhood at each stage. By using local properties of the function and following the direction of steepest gradient, this method converges more rapidly than the exhaustive search. In Section 8, we describe a direct maximisation algorithm that has much better convergence properties than the search algorithms. Rather than performing a search through different candidates either globally or locally, this algorithm takes into account the global topology of the function. This enables direct calculation of the position of the maximum using the smallest possible number of function evaluations or, equivalently, the fewest intensity measurements.

The deterministic algorithms presented here differ from many commonly used methods, in which the steps between successive trial solutions adaptively change, usually in a stochastic manner, as the algorithm progresses permitting convergence to a solution with arbitrary precision. We approach the algorithm design by specifying the desired precision and using it in conjunction with the mathematical model to predetermine the necessary sequence of steps. The results show that deterministic, non-adaptive algorithms can be effective in controlling wave front sensorless adaptive optics systems, if they are suitably formulated.

2. Mathematical model

In the conceptual measurement system shown in Fig. 1, the input wave front is incident from the left. A positive lens focuses the wave front onto an infinitely small pinhole photodetector situated at the nominal focal point of the lens. The phase aberration of the input wave front is described by the function $\Phi(r, \theta)$, where $r$ and $\theta$ are polar coordinates in the pupil plane of the lens. The coordinates are normalised such that the pupil has a radius of 1. In the pupil plane of the lens is a phase mask, which could in practice be an adaptive element, that subtracts a phase function $\Psi(r, \theta)$ from the input wave front. Fourier diffraction theory[12] shows that the signal

![Fig. 1. Schematic diagram of the adaptive system. The input wave front is incident from the left whereupon it passes through the pupil plane of the lens. A phase element in this plane adds a chosen phase aberration to the input wave front. The wave front is then focussed by the lens onto pinhole positioned at the nominal focus where the intensity signal is measured by the photodetector.](image-url)
measured by the photodetector is given by

\[ F = I_0 \left| \frac{1}{\pi} \int_{\theta=0}^{2\pi} \int_{r=0}^{1} \exp\{j\Phi(r, \theta) - j\Psi(r, \theta)\} r dr d\theta \right|^2, \]  

(1)

where \( I_0 \) is proportional to the incident light power and \( j = \sqrt{-1} \).

We assume that \( \Phi \) and \( \Psi \) can each be expressed as a series of \( N \) Zernike polynomials[13], each denoted by \( Z_n(r, \theta) \):

\[ \Phi(r, \theta) = \sum_{n=1}^{N} a_n Z_n(r, \theta) \]  

(2)

\[ \Psi(r, \theta) = \sum_{n=1}^{N} b_n Z_n(r, \theta) \]  

(3)

The normalisation and indexing scheme of the Zernike polynomials are explained in Appendix A. The aberration of the input wave front \( \Phi \) can be represented by a \( N \)-element vector \( a \), whose elements are the Zernike mode coefficients \( a_n \). Similarly, the correction \( \Psi \) introduced by the adaptive element is represented by the vector \( b \), whose elements are the coefficients \( b_n \). We then define

\[ F(c) = I_0 f(c), \]  

(4)

where \( c = a - b \) and

\[ f(c) = \left| \frac{1}{\pi} \int_{\theta=0}^{2\pi} \int_{r=0}^{1} \exp\{j \sum_{n=1}^{N} c_n Z_n(r, \theta)\} r dr d\theta \right|^2, \]  

(5)

where \( c_n \) is the coefficient of the \( n \)th mode. The function \( f(c) \) is independent of the overall intensity and is equivalent to the Strehl ratio [13]. Due to the orthogonality of the Zernike modes, for small \( |c| \) we find that

\[ f(c) \approx 1 - |c|^2, \]  

(6)

where \( |c|^2 \) also represents the variance of the corrected wave front [13]. The system is considered to be well corrected if \( |c| < \varepsilon \), where \( \varepsilon^2 \) is a small quantity equal to the maximum acceptable wave front variance. Equation (6) provides the equivalent requirement that \( f(c) > 1 - \varepsilon^2 \).

From Eq. (6) we see that \( f(c) \) is isotropic for small arguments - a property that is illustrated further in Fig. 2. It follows that the contours of constant \( f(c) \) are \( N \)-dimensional spheres centred on the origin. This is a different expression of the well known result that the Strehl ratio depends only on the variance of the aberration and not its form[13]. It is also important to note that for large arguments \( f(c) \) becomes small. This is a consequence of the rapid variation of the exponential term in the integral of Eq. (5). The global maximum at \( c = 0 \) is therefore much larger than any of the surrounding local maxima. These properties of \( f(c) \) can be used to our advantage when designing maximisation algorithms.

The discussion in this paper is based upon the measurement of Zernike aberration modes because of their widespread use in optics. However, the results would also be applicable for other, orthonormal, basis functions, for example the normalised eigenmodes of a deformable mirror.

3. Strategy for algorithm design

Numerous heuristics have been developed for optimisation problems [14]. These range from simple algorithms, such as exhaustive search or hill climbing methods, to more advanced methods, such as genetic algorithms or simulated annealing. In all cases it is possible to tailor the
algorithm by taking into account a priori mathematical knowledge of the problem. The first step in the design of an optimisation algorithm is the specification of the problem. This can be broken down into three components: 1) The objective - the purpose to be fulfilled by the algorithm; 2) The evaluation (or merit) function - a measure indicating the quality of a candidate solution; 3) The representation - a model of the problem that specifies the alternative candidate solutions [14]. We define these components in a general manner that is not specific to a particular algorithm.

The first two components are straightforward to define. Our objective is to find the solution $\mathbf{b}$ that gives the maximum photodetector signal or $f(c) = 1$. Usually this would be relaxed so that we instead search for a solution $\mathbf{b}$ that is arbitrarily near to the maximum, such that $f(c) > 1 - \varepsilon^2$. We note that the objective will be fulfilled when $|\mathbf{a} - \mathbf{b}| < \varepsilon$. This is equivalent to specifying that $\mathbf{a}$ lies within an $N$-dimensional sphere of radius $\varepsilon$ centred on the candidate solution $\mathbf{b}$. The obvious choice for the evaluation function is the photodetector signal, since this has a well behaved maximum at the correct solution $\mathbf{b} = \mathbf{a}$.

The definition of the representation would depend upon the maximisation strategy employed. For a particular maximisation scheme, let us assume that the correct solution $\mathbf{b} = \mathbf{a}$ lies within a finite region $\Sigma$ of $\mathbb{R}^N$, where $\mathbb{R}$ denotes the field of real numbers. In a practical system using a global search method, the solution space $\Sigma$ might be determined by the adaptive element’s capabilities – which aberrations it can correct – or the range of input aberrations. When using a local search, $\Sigma$ might encompass the candidate solutions ’near’ to the present estimate. We can define the representation to consist of a set $\mathcal{B}$ of candidate solutions, each represented by a vector $\mathbf{b}$, that is a finite subset of the points in $\Sigma$.

One could attempt to cover the solution space $\Sigma$ using a random arrangement of candidate solutions – this would be equivalent to a random search. However, this would not guarantee fulfilling the objective by finding the actual solution; it is possible that such a scheme could miss the maximum entirely. It is also possible that it could over-sample some areas of $\Sigma$. One could, of course, increase the numbers of random candidates to give an acceptable probability of success, but this would be at the expense of efficiency. Similar arguments also apply to more advanced stochastic methods.

Another approach would be the use of deterministic algorithms. Since our evaluation function is known and has a well-defined global maximum, we can design such algorithms that
are guaranteed to find the solution. Moreover, through mathematical reasoning we can choose the set $B$ of candidate solutions to provide the best efficiency. To guarantee finding the correct solution, we need to ensure that every point in $\Sigma$ lies within a distance $\varepsilon$ of at least one of the candidate solutions in $B$. This would ensure that $\Sigma$ is ‘covered’ by the overlapping $N$-dimensional spheres centred on the candidate solutions. To obtain the best efficiency, we must choose $B$ to have the fewest candidate solutions whilst still covering $\Sigma$. It follows that finding the optimum representation is equivalent to finding the optimum covering of $\Sigma$ with overlapping $N$-dimensional spheres. The search for such sphere packings is a mathematical problem that has been extensively investigated [15]. It is important to note that only in the best case would a random set $B$ provide the same efficiency as the optimum sphere packing.

4. Sphere coverings and the representation

The problem of sphere coverings involves finding the most efficient way to cover $\mathbb{R}^N$ with equal, overlapping $N$-dimensional spheres (hereafter referred to simply as ‘spheres’). The efficiency of a covering is quantified in terms of its ‘thickness’, which is equivalent to the average number of spheres that cover a point of the space. The covering problem therefore asks for the arrangement of spheres that has the minimal thickness, otherwise termed the thinnest covering. This is non-trivial and has been the subject of lengthy mathematical investigation. Optimal coverings of $\mathbb{R}^N$, which include both lattice and non-lattice arrangements of spheres, have only been proven for $N \leq 3$ and optimal lattice coverings have only been found for $N \leq 5$ [15, 16]. Conway and Sloane list the best known coverings for $N \leq 24$, although they are not necessarily proven to be optimal [15].

We now apply the concepts of sphere coverings to the representation for our optimisation problem. Let us assume that $\Sigma$ is large so we can apply the best known coverings for infinite regions. We first consider the trivial case $N = 1$, when only a single Zernike mode is present. The region bounded by a 1-dimensional sphere of radius $\varepsilon$ is simply a line segment of length $2\varepsilon$. The thinnest covering therefore consists of spheres arranged in a line with their centres spaced by $2\varepsilon$; thus the candidate solutions in $B$ should consist of integer multiples of $2\varepsilon$. Since the spheres do not overlap, this is a perfect covering with a thickness of 1. One can think of this process as dividing up the $b_1$-axis into sections of width $2\varepsilon$ in order to find the section containing the maximum intensity. It is obvious that the maximum error would be $\varepsilon$.

Extending this to the case $N = 2$, it is tempting to choose each element of a candidate solution $b$ to be an integer multiple of $2\varepsilon$. The vectors in $B$ would then point to the vertices of a regular square grid, a scaled version of the integer lattice (usually referred to as $\mathbb{Z}_N$) [15]. This is illustrated in Fig. 3(a). As discussed in Section 3, the correct solution will only be found if it lies within a sphere of radius $\varepsilon$ centred on a candidate solution $b$. It can be seen that significant portions of the plane, and hence potential solutions, do not lie within one of the spheres. Indeed, only 79% of the plane is covered and therefore the representation is incomplete. We could overcome this by reducing the spacing of the lattice to $\sqrt{2}\varepsilon$ so that the gaps between the circles disappear. This is illustrated in Fig. 3(b). Although there is now overlap between the spheres, we can be sure that $a$ lies within at least one sphere and the representation is complete. However, this scaled integer lattice (with thickness 1.57) does not provide the thinnest possible covering, which is instead given by the hexagonal lattice shown in Fig. 3(c) [17]. The hexagonal covering has thickness 1.21 and is 23% more efficient than the square arrangement.

We can extend this analysis to include more modes. In general, the thickness $\Theta_1$ of the incomplete integer lattice in $N$ dimensions is equivalent the ratio between the volume of a sphere and the cube that it inscribes. The volume of a unit radius sphere is given by [15]

$$V_N = \frac{\pi^{N/2}}{\Gamma(N/2 + 1)}, \quad (7)$$
Fig. 3. Sphere packings in two dimensions: (a) incomplete covering based upon an integer lattice with lattice constant $2\varepsilon$; (b) complete covering based upon an integer lattice with lattice constant $\sqrt{2}\varepsilon$; (c) thinnest possible covering based upon hexagonal lattice. The points at the centre of each circle represent the candidate solutions $b$. Part (d) illustrates the body centred cubic arrangement, the optimal three dimensional covering.

where $\Gamma$ is the gamma function. Since this would inscribe a cube of volume $2^N$, the thickness follows as

$$\Theta_1 = \frac{V_N}{2^N}.$$  \hspace{1cm} (8)

To ensure complete coverage, the spacing of the integer lattice must be reduced by a factor $\sqrt{N}$. The thickness $\Theta_2$ is now given by the ratio of the volume of a sphere and its circumscribed cube, which has volume $(2/\sqrt{N})^N$. Hence,

$$\Theta_2 = \frac{V_N N^{N/2}}{2^N}.$$  \hspace{1cm} (9)

For $N \leq 23$, the best known coverings are provided by the lattice known as $A_N^\ast$. In three dimensions, $A_3^\ast$ is equivalent to the body centred cubic lattice, illustrated in Fig. 3(d). This covering has thickness [15]

$$\Theta_3 = V_N \sqrt{N+1} \left( \frac{N(N+2)}{12(N+1)} \right)^{N/2}.$$  \hspace{1cm} (10)

Figure 4 shows the thickness of these three coverings for different $N$. The difference between the thickness of the best integer lattice covering and the optimal known lattice covering in-
Fig. 4. Base 10 logarithmic plots of the covering thickness for different packings in $N$ dimensions, corresponding to the efficiency of measurement of $N$ modes: (i) Incomplete integer lattice covering (long dashed line), $\Theta_1$; (ii) Complete integer lattice covering (short dashed line), $\Theta_2$; (iii) Optimum known lattice covering (solid line), $\Theta_3$.

creases markedly with $N$. Indeed, for $N = 10$ their ratio is approximately 50. With the incomplete lattice covering, it is clear that as $N$ increases, the proportion of the possible solutions that are covered decreases dramatically. This trend continues for larger $N$, as can be seen from the asymptotic behaviours of these thicknesses, given by $\log(\Theta_1) \sim -N \log(N)$, $\log(\Theta_2) \sim N$ and $\log(\Theta_3) \sim N$.

The $A_N^*$ lattice provides the most efficient scheme whilst ensuring that the maximum measurement error does not exceed $\varepsilon$. We note that other lattices, known as quantisers, have been found that would alternatively minimise the mean square error of the measurement [15].

5. Exhaustive search using sphere coverings

We can illustrate the use of sphere coverings by applying them to an exhaustive search algorithm, in which every candidate solution is checked in turn. This would guarantee finding the globally maximum solution. In most optimisation problems, this would be an impractically slow approach, but it is useful as a baseline for assessment of different algorithms.

In practice, $\Sigma$ would be a finite region and the optimal sphere coverings might therefore be different to the lattices described above. However, the results for the infinite coverings are likely to be near optimal if $\Sigma$ is large. We compared representations based upon the integer lattice $\mathbb{Z}_N$ (with appropriate spacing to ensure coverage) and the lattice $A_N^*$. We chose $\Sigma$ to be a spherical region containing all points within a radius $\rho = 1.07$ of the origin (this value was arbitrarily chosen to permit direct comparison with results in the subsequent Section). We took $\varepsilon = \sqrt{0.1}$ so that the final solution would correspond to a Strehl ratio $f(\varepsilon) > 0.9$. The set $B$ of candidate solutions consisted of the centres of the spheres required to cover $\Sigma$; this included the lattice points within $\Sigma$ and an extra ‘layer’ of spheres necessary to complete the covering near the periphery. We therefore used lattice points within a radius $\rho + \varepsilon$ of the origin; these were found using an appropriate search algorithm [18]. Since $\Sigma$ was covered, we could be certain that an exhaustive search would find the correct solution. Hence, we assessed the efficiency of the algorithm by the number of included lattice points: fewer lattice points mean fewer evaluations and greater efficiency. The total numbers of candidate solutions, $K$, for $N \leq 6$ are shown in Fig. 5 (for the calculations throughout this paper we take $N = 1$ to be Zernike mode $i = 4$, $N = 2$ to include modes $i = 4$ and $i = 5$, $N = 3$ to include modes $i = 4$ to $i = 6$, etc.)
etc.). As expected, the lattice $A_N^*$ provided a more efficient algorithm than $Z_N$ and in both cases $K$ increased exponentially with $N$.

6. Exhaustive search with branch and bound

A more efficient algorithm was obtained by combining the exhaustive search with a branch and bound technique [14]. Rather than searching directly through a space $\Sigma$ partitioned into spheres of radius $\varepsilon$, we performed a coarse search using spheres of larger radius before performing progressively more local searches. The total number of evaluations was therefore reduced whilst still obtaining the same final accuracy. It can be seen from Fig. 2 that the variation in $f(c)$ is small for $|c| \approx 1$ so a search algorithm based upon spheres of this radius or smaller would still be appropriate. Again we chose $\Sigma$ to be a spherical region of radius $\rho = 1.07$ centred on the origin and we took $\varepsilon = \sqrt{0.7}$ (note that $\rho \approx 1.5^3 \varepsilon$ and was chosen to permit a convenient three level search). For the first, coarsest search we chose to cover $\Sigma$ with spheres of radius $1.5^2 \varepsilon = 0.71$ and we proceeded to find the candidate with the maximum intensity. For the second search, the sphere centred on this candidate was covered with smaller spheres of radius $1.5 \varepsilon = 0.47$. The final search used spheres of radius $\varepsilon = 0.32$, yielding a result with the same accuracy as the simple exhaustive search algorithm. Since the ratio of the search space radius and the covering sphere radius was the same at each step, the same number of evaluations was performed at each of the three levels. Such a three level search, based upon $A_N^*$, was performed for different combinations of modes for $N \leq 6$. For each $N$, one thousand random solutions were tested by evaluating $f(c)$ using Eq. 5. In each case, the solution was found within the required tolerance of $\varepsilon$. The total numbers of evaluations, $K$, for each search are shown in Fig. 5. For $N > 2$, the branch and bound method was significantly more efficient than a simple exhaustive search.

7. Steepest ascent hill climbing

Whilst guaranteed to find the global solution, the exhaustive search algorithm is usually slow since it requires evaluation over the whole search space. The steepest ascent hill climbing (SAHC) algorithm is attractive since it exploits local information and concentrates on the more promising regions of the search space. Their drawback is that it converges on locally optimal, rather than globally optimal, solutions. The SAHC algorithm starts from the present candidate
solution and evaluates all candidate solutions in its neighbourhood. It then selects the candidate with the highest evaluation function, which becomes the new present solution, and the process repeats. The algorithm terminates when the evaluation of the present solution is higher than its neighbours. As with the exhaustive search, we can take advantage of sphere coverings to optimise the parameters of the SAHC algorithm.

The problem requires definition of the neighbourhood - the set of candidate solutions near to the present solution that are tested at each step. If the candidates are too close to the present solution or there are too many, the algorithm will have slow convergence; if they are too widely separated, then potential solutions will be missed. The neighbourhood of the present solution should therefore be adequately, but thinly covered. There are various ways to define such a neighbourhood. Most simply, we could take it to be the surface of the sphere of radius \(\varepsilon\) centred on the present solution. This surface needs to be covered by the spheres centred on the adjacent candidate solutions. Just as the intersection of two spheres forms a circle, the intersection of two \(N\)-spheres forms an \((N-1)\)-sphere. The problem of covering this neighbourhood is therefore equivalent to the problem of covering the surface of an \(N\)-sphere with an arrangement of \((N-1)\)-spheres. The minimum number of neighbouring candidates that would be required whilst still spanning \(N\) dimensions is \(N + 1\) and, if regularly spaced, they would be positioned at the vertices of an \(N\)-dimensional regular simplex (i.e. an equilateral triangle for \(N = 2\), a regular tetrahedron for \(N = 3\), etc.). The vectors representing the simplex vertices are derived in Appendix B. This arrangement covers the neighbourhood only if the distance, \(s\), from the present solution to the candidates satisfies \(0 < s \leq 2\varepsilon/N\) (see Appendix C). The efficiency of such a SAHC algorithm is illustrated in Fig. 6 for \(s = 2\varepsilon/N\) and \(N \leq 6\). In each trial a randomly oriented vector of magnitude 1.5 was used as the initial candidate. For each data point, \(K\) was taken as the mean number of evaluated candidates from one hundred trials. Since the step size \(s \propto 1/N\) and the number of evaluations per step varies as \(N\), we expect \(K\) to vary as \(N^2\); this quadratic dependence is confirmed by Fig. 6. When \(s\) was increased beyond \(2\varepsilon/N\), it was observed that the algorithm failed to find the solution using some initial candidates.

This approach guarantees convergence of the SAHC algorithm, but the efficiency can be improved further. For example, when using the simplex arrangement of candidates there is strong directional dependence, that is convergence is much faster for initial candidates in the direction of the simplex vertices. This dependence can be reduced by reversing the orientation of the simplex at each step (Fig. 6). Further improvement could also be achieved by randomising the orientation of the simplex at each step and by combining the algorithm with a branch and bound approach to perform optimisation on progressively finer scales.

It is useful to note the difference between the method presented here and the commonly used ‘simplex method’ for function maximisation [19]. This latter method uses variable step sizes and orientations of the simplex to adapt to the local shape of the function as the algorithm progresses. Because of the known topology of \(f(c)\), we were able to use fixed step sizes to achieve convergence to the desired precision.

8. Direct maximisation

The search algorithms described in the previous sections are based upon direct comparisons between candidate solutions and at each stage the best solution estimate is taken as the candidate with the best evaluation. The accuracy of this estimate is therefore limited by the coarseness of the distribution of the candidates. If further refinement is necessary then another search must be performed at a finer scale. This approach is useful when one has little information about the function being optimised. However, when the form of the function is known, it is often possible to obtain an estimate with an accuracy greater than the coarseness of the candidate distribution. As a clear example, the extremum of a quadratic function can be found exactly
with three, arbitrary evaluations (as long as the evaluations are not coincident). In the present problem, aside from a translation, the form of the function $F(c)$ is known entirely. We can take advantage of this \textit{a priori} knowledge in constructing a scheme to find the maximum directly, rather than using a search strategy. This leads to significantly faster optimisation than the search algorithms.

It can be seen in Fig. 2 that the function $F(c)$ has a well defined maximum and is isotropic in the surrounding region. Since its value also becomes small away from the maximum, a good estimate of the location of the maximum can be found from a first moment (centre of mass) calculation. This estimate, denoted by the vector $W$, could be formulated as

$$W = \frac{\int \cdots \int_{\Sigma} b F(a-b) \, dV}{\int \cdots \int_{\Sigma} F(a-b) \, dV} \approx a,$$

where $\int \cdots \int$ represents a $N$-dimensional integral over a suitably large region $\Sigma$ and $dV$ is the volume element at $b$. In practice, Eq. (11) must be approximated using a discrete numerical integration scheme where each integrand evaluation corresponds to a photodetector measurement. We therefore calculate $W$ as

$$W = \frac{\sum_{m=1}^{M} \gamma_m b_m F(a-b_m)}{\sum_{m=1}^{M} \gamma_m F(a-b_m)},$$

where $\gamma_m$ are integration weights that depend upon the particular numerical integration scheme [19]. The vectors $b_m$ are the $M$ integration abcissae, the locations where the integrand is evaluated, each of which represents the aberration introduced by the adaptive element for a particular intensity measurement. If a large number of appropriately distributed abcissae are used then $W \approx a$. A simple integration scheme could, for example, involve the regular distribution of the $b_m$ throughout $\Sigma$, based upon a lattice such as $A_N^*$ or $Z_N$, using weights $\gamma_m = 1$. This would be a multidimensional analogue of block integration with one variable. More advanced schemes, such as Gaussian quadrature, might alternatively be employed [19].

The simplest way to distribute the $b_m$ for measurement of $N$ modes would be at the $N+1$ vertices of a regular simplex. In this case, since a small number of abcissae are used, the approximation errors in Eq. (12) become significant and the approximate equality $W \approx a$ no longer holds. However, with suitable choice of the vector length $|b_m|$ there remains a linear
relationship between $W$ and $a$ so we can calculate $a$ as

$$a \approx S^{-1} W,$$  \hspace{1cm} (13)

where we use the matrix $S$, whose element $S_{ik}$ is defined as

$$S_{ik} = \left. \frac{\partial W_i}{\partial a_k} \right|_{a=0}.$$  \hspace{1cm} (14)

The variables $W_i$ and $a_k$ are the corresponding elements of $W$ and $a$, respectively, and $W_i$ is calculated using Eq. (12). A similar matrix was introduced for the closely related method of modal wave front sensing, where Neil et al. showed that the matrix was sparse and diagonally dominated with approximately equal diagonal elements [20]. These same properties were noted in the calculation of Eq. (14).

We can investigate the measurement accuracy by defining the measurement error $E$ as

$$E = |S^{-1} W - a|.$$  \hspace{1cm} (15)

As an example, Fig. 7 shows the variation of $E$ with $|a|$ for $|b_m| = 0.5$ and $N = 6$. Each data point shows the mean and standard deviation from a sample of 1000 randomly oriented input aberrations of a given magnitude. The mean value of $E$ was within the measurement tolerance of $\sqrt{0.1}$ over the range $|a| \leq 1.09$. The same analysis was performed for other combinations of modes for $N \leq 6$. In all cases $E$ showed a similar dependence on $|a|$ and the ranges over which the mean value of $E$ was within the measurement tolerance all lay between $|a| \leq 1.05$ and $|a| \leq 1.26$.

The direct maximisation scheme permits the measurement of $N$ Zernike modes using only $N + 1$ intensity measurements. This is the minimum number of measurements possible to retrieve the $N + 1$ unknown parameters in the system (i.e., the $N$ modal coefficients and the total intensity, $I_0$).

9. Conclusions

Through construction of an appropriate mathematical model and by heuristic reasoning, we have designed and analysed deterministic aberration measurement algorithms for a wave front
sensorless adaptive optics system. By using knowledge of the maximised function’s topology, we were able to optimise algorithms to provide higher efficiency. The results indicated that deterministic, non-adaptive algorithms could be effective in controlling these systems, if suitably formulated.

We demonstrated the relative effectiveness of the different algorithms as the number of aberration modes, \( N \), was increased. The number of measurements required in the exhaustive search methods increased exponentially with \( N \), whereas the SAHC method required a number that increases as \( N^2 \). The direct maximisation method was significantly more efficient, requiring only \( N + 1 \) measurements for \( N \) modes, over the range of input aberrations used here. This improvement over the other methods was possible since the calculation effectively took into account \textit{a priori} knowledge about the form of the function being maximised. This is applicable to any system where the aberration can be accurately represented by the \( N \) orthonormal modes.

The discussion in this paper was based around the simple optical configuration of Fig. 1. However, similar mathematical models, demonstrating the same spherical symmetry, can be obtained for many other optical systems including those described in the Introduction. With minor adjustments, the results presented here are also applicable to these other systems.
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Appendix A: Zernike Polynomials

The Zernike polynomials used in this paper are listed in Table 1. They are defined such that the variance of each polynomial is normalised to unity [21]. Since it represents phase, a coefficient of value 1 corresponds to a wave front variance of 1 rad\(^2\). The mode indexing schemes, using the single index \( i \) or the dual indices \((n, m)\), are explained by Neil \textit{et al.} [20]

Table 1. Zernike mode definitions

<table>
<thead>
<tr>
<th>Index</th>
<th>( n )</th>
<th>( m )</th>
<th>Zernike mode</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>2</td>
<td>0</td>
<td>( \sqrt{3}(2r^2 - 1) )</td>
<td>Defocus</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>2</td>
<td>( \sqrt{6}r^2 \cos(2\theta) )</td>
<td>Astigmatism</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>-2</td>
<td>( \sqrt{6}r^2 \sin(2\theta) )</td>
<td>Astigmatism</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>1</td>
<td>( 2\sqrt{2}(3r^3 - 2r) \cos(\theta) )</td>
<td>Coma</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>-1</td>
<td>( 2\sqrt{2}(3r^3 - 2r) \sin(\theta) )</td>
<td>Coma</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>3</td>
<td>( 2\sqrt{2}r^3 \cos(3\theta) )</td>
<td>Trefoil</td>
</tr>
</tbody>
</table>

Appendix B: Simplex Construction

The construction of a set of \( N + 1 \) unity magnitude vectors \( \mathbf{b}_n \) that represent the vertices of a regular \( N \)-dimensional simplex proceeds as follows. Firstly, note that when the centroid of the simplex is at the origin

\[
\sum_{n=1}^{N+1} \mathbf{b}_n = \mathbf{0}.
\]
We choose the initial vector to have a non-zero coordinate only in the first dimension, such that \( \mathbf{b}_1 = (1, 0, 0 \ldots) \). Using equation 16 we find that

\[
\sum_{n=2}^{N+1} (\mathbf{b}_n)_1 = -1 ,
\]

where \((\mathbf{b}_n)_m\) represents the \(m\)th element of \(\mathbf{b}_n\). The symmetry of the simplex means that the coefficients \((\mathbf{b}_n)_1\) for \(n > 1\) are equal, so we can determine the first coordinate of the remaining vectors as

\[
(\mathbf{b}_n)_1 = -\frac{1}{N} \quad n > 1 .
\]

We choose the second vector \(\mathbf{b}_2\) to have only two non-zero coordinates in the first two dimensions and hence lies in the plane defined by the first two coordinates. The second coordinate is simply obtained by

\[
(\mathbf{b}_2)_2 = \sqrt{1 - (\mathbf{b}_2)_1^2} = \sqrt{1 - \left(\frac{1}{N}\right)^2} .
\]

Continuation of this approach, including an extra dimension in each consecutive vector, leads to a general result for calculation of the vector coordinates as

\[
(\mathbf{b}_n)_m = \begin{cases} 
- (\mathbf{b}_m)_m & m < n \\
\frac{N - m + 1}{N} & m = n \\
0 & m > n 
\end{cases}
\]

\[
(\mathbf{b}_n)_m = \begin{cases} 
- (\mathbf{b}_m)_m & m < n \\
\frac{N - m + 1}{N} & m = n \\
0 & m > n 
\end{cases}
\]

**Appendix C: Calculation of step size for SAHC method**

An \(N\)-dimensional sphere of radius \(\varepsilon\) is centred at the origin. Its surface, denoted by \(T\), must be covered by the \(N+1\) overlapping spheres, also of radius \(\varepsilon\), centred on the vertices of a regular simplex whose centroid is positioned at the origin. The distance from the origin to each simplex vertex is \(s\) and the vertices are described by the vectors \(s\mathbf{b}_n\), where we use the vectors derived in Appendix B. There are \(N+1\) similar points on \(T\), given by the vectors \(-\varepsilon\mathbf{b}_n\), that are equidistant from the adjacent vertices (the directions of these vectors correspond, in \(N = 2\), to the midpoints of the triangle’s edges, and in \(N = 3\), to the centroids of the tetrahedron’s faces). If we ensure that one of these points is covered, we can conclude that the whole of \(T\) will be covered. To satisfy this, the distance between the point \(-\varepsilon\mathbf{b}_1\) and the vertex \(s\mathbf{b}_2\) must be less than \(\varepsilon\). Hence,

\[
|s\mathbf{b}_2 - \varepsilon\mathbf{b}_1|^2 = s^2 - \frac{2\varepsilon s}{N} + \varepsilon^2 \leq \varepsilon^2 .
\]

For the inequality to be satisfied,

\[
s \left( s - \frac{2\varepsilon}{N} \right) \leq 0 ,
\]

from which it follows that

\[
0 \leq s \leq \frac{2\varepsilon}{N} .
\]