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Abstract:

Over the past decade, sum of squares techniques have impacted many areas of computational mathematics, including optimization, controls, statistics, and operations research. It is well known however that sum of squares (sos) problems are limited by the large semi definite programs (SDPs) that they generate, which are slow to solve with current technology. In the first part of the talk, we describe methods to approximate such SDPs by a series of linear or second order cone programs in order to obtain more scalable algorithms. In the second part of this talk, we show how sos techniques can be used to tackle the problem of optimizing over convex polynomials. We focus on applications of this problem to computer vision and to non-convex polynomial optimization. In particular, we prove that any non-convex polynomial can be decomposed efficiently (via semi definite programming) as the difference of two convex polynomials and present the impacts that such a result has on a subclass of optimization problems called difference of convex programming.